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Abstract:

Recent and rapid advances in Artificial Intelligence (Al), particularly in the form of deep neural networks, has opened
many new possibilities, but it has also brought with it many new challenges. In particular, it has become increasingly
apparent that while deep neural networks are highly performant, they can also be opaque and brittle. We do not have
enough understanding of why and when they work well, and why they may fail completely when faced with new
situations not seen in the training data. In this talk, we propose a symbolic approach to explaining the behavior and
verifying the properties of machine learning models, which is based on sustained advances in logical and probabilistic
reasoning. We show how our approach facilitates the analysis of a neural network, helping us to understand its
behavior, and in turn, providing directions towards learning better and more robust models.
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